
 

 

● Text and box outputs: unified decoding vocabulary
● Word-box alignments: <obj> token
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Unifying Text and Box Outputs

Key Takeaways

How to Build a Shared Model for Text and Box? Quantitative Results

Multi-task finetuning: UniTABSharedUniTAB Framework and Training

● Text and box outputs

○ Textualize box outputs
○ Auto-regressive decoding
○ Unified text+box vocabulary

● Word-box alignments

○ Target sequence design
box tokens after words to ground

○ <obj> token: word boundary 
and ease training

UnITAB: unifying text and box outputs 
for grounded VL modeling

● Grounded description ability
● Unified modeling for VL tasks
● Parameter efficient and generalizable

github.com/microsoft/UniTAB

Can We Unify Text and Box Outputs?
● Supporting both text and box outputs
● Representing word-box alignments

Motivations:
● Grounded description: more comprehensive 

and interpretable visual description

● Single task-agnostic unified systems: 
towards unified VL modeling

● Encoder-decoder architecture
(image, text encoders + transformer encoder-decoder)

● Single language modeling loss (LM)

• Box, alignment
• Visual grounding
• Refcoco/+/g, Flickr30k

• Text, box, alignment
• Grounded captioning
• Flickr30k Entities

• Text
• Image captioning, VQA
• MSCOCO, VQAv2

● A single set of parameters for all experimented VL tasks
● (1) Parameter efficient, (2) generalizing learned abilities

• Grounded description
• MSCOCO

• Object localization
• ImageNet

http://github.com/microsoft/UniTAB

