
● Images with scene text from the Conceptual Captioning (CC) dataset

Text-aware pre-training for joint representation learning
● Text-Visual (Object and Scene text): masked language modeling 

(MLM), image-text matching (ITM)
● Object-Scene text: relative position prediction (RPP)

● Answer/caption loss alone is insufficient for Text-VQA/Captioning
● Previous vision-language pre-training does not consider scene text
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● MLM, ITM:
○ Limited scene text word in 

original question/caption
○ Adding OCR/object words as 

additional text input

● RPP
○ Importance of visual regions
○ Given two sampled regions, 

predicting their relative spatial 
relationship

Question: what number is on the bike 
on the right? ---- A: the number is 317

A group of motorcyclists with number 
317, 44, 30, 338, 598 racing outdoor.
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Text-Aware Pre-training for 
Text-VQA and Text-Captioning
● Scene-text aware pre-training tasks design
● OCR-CC: text-related dataset for pre-training

Results on TextCaps


